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Complexity SPE and OT

Our understanding of low-level neuronal con-
nections is quite good, and that’s about all. Some
evidence that phonemes, even features, locate in
mm-sized regions (ca. 10* neurons) [6].

Neural nets are a fashionable computer model
used for machine learning (mis-called AI). They
are far simpler than the brain — but we don’t even
have good ways of analysing their complexity.
So what can we do? Give up?

Under slight restrictions, an SPE grammar is a
finite-state transducer, so produces surface form
in linear time (t « n) [5]. Even with weaker as-
sumptions, we can see it’s o n”.

Analysing OT 1s awkward (richness of the base!).
Simplified OT was early shown to be NP-hard (i.e.
probably intractable) when constraints are part of

problem [1].

Complexity of phonology is a term with many meanings:

how big is the inventory?

how many rules/constraints are there?

how long is the biggest rule/constraint?

how long might it take to apply rules/constraints?

how long might it take to learn rules/constraints?

Here we're using computational complexity of evaluating rules/constraints.

Computational Complexity ... Is OT really that bad?

i [1] shows OT is NP-hard (at least as bad as NP).
... in computer science, is how the time (or other h— But is it only NP, or is it worse?
resource) taken to compute the answer to a prob- - Mt We can’t (yet) show that OT is better than ExpTimE

lem depends on the size of the problem. _,\l Y _ very bad!

[3] designed an FPGA-based simplified model
with high (1000) connectivity and semi-realistic
inter-neuron communication. The base model
has 256k ‘neurons’, enough for playing with

[4] says this is wrong because: [ oc exp(\constmints\) small phonology-sized systems.

e constraint set should be treated as fixed, not X |input|
part of the problem size — evaluation is linear in
Polynomial or not input string length [2]
e OT grammars don’t have to be lists of con-

straints — there are more efficient representa-
Generally, if time is polynomial (P) n problem tions as automata

size (e.g. t « n?), we think of the problem as
tractable.

If it grows faster (e.g. exponentially) we consider
it intractable.

Many real problems are ‘in-between’ in NP,
which we think is intractable, but we don’t know.

OT is parallel

Tentative model in [3]-style model:
e input strings as chains of neuron ensembles
forming a buffer (cf. short-term memory)
e feature-computing ensembles fed from input,
and feeding in parallel to ‘ ‘
e constraint ensembles also fed from input, and ==
activating
e output buffer ensembles Q , ’

Constants do matter

[4] relies on ‘constants don’t matter”: in complex- time Iiinear exp

ity theory, t = 10" is tractable.

Sorry: they do. The automata are exponentially
...1s 1t useful? bigger than the constraint lists.

And oo = 20
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Complexity is irrelevant! o
Need to implement in simulation, and then get
the hardware . ..

Usually, complexity means the number of steps
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