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Complexity

Complexity of phonology is a term with many meanings:
•how big is the inventory?
•how many rules/constraints are there?
•how long is the biggest rule/constraint?
•how long might it take to apply rules/constraints?
•how long might it take to learn rules/constraints?
Here we’re using computational complexity of evaluating rules/constraints.

Computational Complexity . . .

. . . in computer science, is how the time (or other
resource) taken to compute the answer to a prob-
lem depends on the size of the problem.

Polynomial or not

Generally, if time is polynomial (P) in problem
size (e.g. C ∝ =2), we think of the problem as
tractable.
If it grows faster (e.g. exponentially) we consider
it intractable.
Many real problems are ‘in-between’ in NP,
which we think is intractable, but we don’t know. size =

time C poly

exp
NP

. . . is it useful?

Usually, complexity means the number of steps
on a simple single-processor, unlimited memory,
model of computation.
The brain is not such – it is a massively parallel
highly connected collection of neurons.
A logic gate may connect to 2 or 3 other gates; a
neuron may connect to 10000 other neurons!

≠

Anyway, complexity is usually only interesting
asymptotically as = goes to infinity. In phonology,
who cares about infinity?

∞ ≈ 20 ?

SPE and OT

Under slight restrictions, an SPE grammar is a
finite-state transducer, so produces surface form
in linear time (C ∝ =) [5]. Even with weaker as-
sumptions, we can see it’s ∝ =2.
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Expanding (82), we have the following sequence of rules:

Within our framework, the sequence (a), (b), (80), (e) can be generalized in one of
several ways which are, for the present, quite equivalent. Looking ahead to later refinements,
we choose one of these and give the rule in the following form:
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distinction between torment and survey, and it indicates that the rules are in error.50 Evi-
dently we must prevent the application of condition (b) in this cycle. The simplest way to
achieve this result is to require that under condition (b) (similarly, (a)) the vowel of the final
syllable be not only lax but also nonstressed. This qualification admits all of the cases for
which conditions (a) and (b) are appropriate and eliminates the unwanted applications.

With this modification of conditions (a) and (b), the derivation of t~rm:nt proceeds
• • 1 3

ill the second cycle ill exact analogy to that of survey. In the very same way we also derive
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the noun permit from the underlying verb permit. Thus the contrasts permit-hermit, torment-
torrent, survey-scurvy are accounted for on the basis of the fact that the first member of
each pair, but not the second, corresponds to a related verb.

Notice that the new rule (80) must precede condition (e), as we have assumed. If the
order were reversed, a noun such as machine, which receives primary stress on the final
syllable under condition (e), would have the stress shifted to the left under the subsequent

1 3

rule (80), giving the incorrect form *machine. Furthermore, we will see below that rule (80)
must follow condition (a). Thus its position in the ordering is narrowly determined.

The examples of rule (80) given above all involved (80ii), that is, case (ii) of the Main

Stress Rule. Case (i) is involved in the derivation of nouns such as fnterc;pt and interl~ck
1 1

from the underlying verbs intercept, interlock. In the case of interlock, for example, we
have the underlying representation (81):

In the first cycle case (ii) of the Main Stress Rule assigns final stress under condition (e)
. (case (i) being blocked by the = boundary, which also blocks an unwanted application of the

Alternating Stress Rule). In the second cycle rule (80) is applicable and the string = l~ck
is omitted/ron; consideration. Case (i) then assigns stress to the first syllable, giving finally

the noun interlock after application of the Stress Adjustment Rule.

12. Revised version of the Main Stress Rule

1
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(b)

(c)

(d)

(e)

Let us now consider how the Stressed Syllable Rule (80) can be introduced into the Main
Stress Rule. Cases (i) and (ii) of rule (80) are identical to cases (i) and (ii) of the Main Stress
Rule, so amalgamation causes no difficulty in this respect. We must, however, find a way
to incorporate the outermost condition in (80) in such a way as to meet the following
requirements: the condition (80) follows condition (a) and precedes condition (e); the order­
ing (80), (e) is disjunctive. It will be recalled that in the Main Stress Rule, as it now stands,
the ordering (a), (b), (e) is disjunctive. This fact was made explicit in the formulation (53),
which is the optimal representation for the conditions (a), (b), and (e).

so In fact, as we shall see, the Stressed Syllable Rule (80) applies when the stress on the syllable in the
outermost context has [2 stress] as well as [I stress]. When the rule is extended in this way, the error in
the rules which was just noted will lead to an incorrect stress assignment, since under condition (b) the

1 1 2

representation [Nt:lrmentlN will be changed to [Nt:lrmentIN, and by rule (80) it will then be changed to
1 3 1 4

[Nt:lrmentIN, becoming, finally, [Nt:lrmentlN by the Stress Adjustment Rule. This consequence could be
avoided if the ordering of (b) and rule (80) were specified as disjunctive, but this is impossible, given the
empirical hypotheses we have proposed, since condition (b) is not related to rule (80) in a way expressible
by angles or parentheses.

where X contains no internal occurrence of #

The sequence (83) is uniquely determined by (82). By our general conventions, it follows
that in (83) cases (i) and (ii) are disjunctively ordered and apply under conditions (a)-(e),
taken in that order. Among the conditions (a) through (e), the permitted sequences within a
single cycle are: (a), (c); (a), (d); (b), (c); (b), (d). Apart from these possibilities of successive
application, the ordering is fully disjunctive. Conditions (a), (b), and (e) are exactly as
described in our earlier formulation of the Main Stress Rule (50), (53). Conditions (c) and
(d) are the two cases of the Stressed Syllable Rule (80), with and without the unit [-segment],
the rule being extended automatically to adjectives in the case where the boundary is present.
As we shall see directly, this extension is necessary. Notice that it was condition (c) that was
applied in the derivation of the noun permit, and condition (d) in the derivation of the nouns
survey and torment, where no internal boundary is present.

Summarizing, we have 'found evidence that the grammar contains the sequence of
rules (83ai), (83aii), (83bi), (83bii), (83ci), (83cii), (83di), (83dii), (83ei), (83eii). Earlier we
proposed an empirical hypothesis of a very general nature regarding disjunctive ordering.
The hypothesis asserts that when certain formal relations hold between two rules of a linearly
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Analysing OT is awkward (richness of the base!).
Simplified OTwas early shown to be NP-hard (i.e.
probably intractable) when constraints are part of
problem [1].
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7.3.1  Consonant-Final Stems

Stems $$$$ ::::::::. Stem-final consonants, in stems $ ::, non-sub-minimals, are parsed if they satisfy
the coda constraint, unparsed otherwise. Examples (159.a!b) are treated in the following tableau:

(181)  Consonant-Final Stems $$$$ ::::::::

*COMPLEX,FTBIN
CODACOND,
ONS, LX.PR FILLNuc FREE-V ALIGN FILLOns PARSE &COD

A. i. L      .ken.ta.pal. * *
ii. .ke.n~3 .ta.pa.+l, * ! * *

B. i. L      .wa.õal.+k, * * *
ii. .wa.õalk.       *!   [*COMPLEX]

     *!  [CODACOND]
*

iii. .wa.õal.k~3 .  * ! * *

C. i. L        .õa.lu.+k, * *
ii. .õa.luk.      *!  [CODACOND] *

When the stem-final consonant satisfies CODACOND, as in /kentapal/, it appears as a coda in the
optimal parse (181.A.i). Optimality is readily established. The only marks against (181.A.i) are the
two *&CODs, incurred from parsing n, l as codas. Any more harmonic parse would have to eliminate
one or both these marks. 

�To do so by failing to parse either segment violates the higher- ranked PARSE constraint.
�To parse either l or n as an onset would require positing an empty nucleus node after it,

violating higher-ranked FILLNuc. 

A competitor combining these attempts is shown in (181.A.ii.), along with the marks which show
it to be less harmonic than the correct output.

This provides a concrete example of the general analysis in §6 showing that codas are
possible when &COD ranks lower than both PARSE and FILLNuc. The basic syllable theory analysis
applies without modification, because the only constraints coming into play are those of the basic
theory, plus ALIGN, which provides a further incentive to parse a stem-final consonant as a Coda.

Henceforth, we will not comment on the violation marks *&COD that may be incurred in
parses claimed to be optimal, since, as we have just seen, any attempt to avoid such marks always
leads to more serious violations. Since &COD violations do not play a decisive role in the
competitions of interest, we will omit &COD from all further tableaux.
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Is OT really that bad?

[1] shows OT is NP-hard (at least as bad as NP).
But is it only NP, or is it worse?
We can’t (yet) show that OT is better than ExpTime
– very bad!

[4] says this is wrong because:
• constraint set should be treated as fixed, not
part of the problem size – evaluation is linear in
input string length [2]

•OT grammars don’t have to be lists of con-
straints – there are more efficient representa-
tions as automata

C ∝ exp(|constraints|)
× |input|

Constants do matter

[4] relies on ‘constants don’t matter’: in complex-
ity theory, C = 1010= is tractable.
Sorry: they do. The automata are exponentially
bigger than the constraint lists.
And ∞ ≈ 20 size =

time C
linear exp

But . . .

≠

Complexity of the brain

Our understanding of low-level neuronal con-
nections is quite good, and that’s about all. Some
evidence that phonemes, even features, locate in
mm-sized regions (ca. 104 neurons) [6].
Neural nets are a fashionable computer model
used for machine learning (mis-called AI). They
are far simpler than the brain – but we don’t even
have good ways of analysing their complexity.
So what can we do? Give up?

Hardware models of the brain

[3] designed an FPGA-based simplified model
with high (1000) connectivity and semi-realistic
inter-neuron communication. The base model
has 256k ‘neurons’, enough for playing with
small phonology-sized systems.

OT is parallel

Tentative model in [3]-style model:
• input strings as chains of neuron ensembles
forming a buffer (cf. short-term memory)

• feature-computing ensembles fed from input,
and feeding in parallel to

• constraint ensembles also fed from input, and
activating

• output buffer ensembles
Complexity is irrelevant!
Need to implement in simulation, and then get
the hardware . . .

References
[1] Jason Eisner. Efficient generation in primitive Optimality Theory. In Proceedings of the 35th Annual Meeting of the Association for

Computational Linguistics (ACL), pages 313–320, Madrid, July 1997. url: http://cs.jhu.edu/~jason/papers/#acl97.
[2] T.Mark Ellison. Phonological derivation in optimality theory. In 15th International Conference on Computational Linguistics, COLING

1994, Kyoto, Japan, August 5-9, 1994, pages 1007–1013, 1994. url: https://aclanthology.org/C94-2163/.
[3] Paul J. Fox. Massively parallel neural computation. Technical report UCAM-CL-TR-830, University of Cambridge, Computer
Laboratory, March 2013. doi: 10.48456/tr-830. url: https://www.cl.cam.ac.uk/techreports/UCAM-CL-TR-830.pdf.

[4] Jeffrey Heinz, Gregory Kobele, and Jason Riggle. Evaluating the complexity of Optimality Theory. Linguistic Inquiry, 40(2):277–
288, 2009.

[5] Ronald M. Kaplan and Martin Kay. Regular models of phonological rule systems. Computational Linguistics, 20(3):331–378, 1994.
url: https://aclanthology.org/J94-3001.

[6] NimaMesgarani, Connie Cheung, Keith Johnson, and Edweard F Chang. Phonetic feature encoding in human superior temporal
gyrus. Science, 343(6174):1006–1010, 2014. doi: 10.1126/science.1245994.

Image credits: IBM z13: IBM Corporation. Brain: PD. Stopwatch: joypixels.com. Explosion; clipartix.com. Neuron: clipart-library.com. Neural nets: hiclipart.com. FPGA model: Paul Fox.


