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ABSTRACT
Arguing for an increased cooperation between the
fields of formal modelling and phonology, we il-
lustrate the potential of several models from the
computational sciences in phonology. We propose
the skeleton of a multi-layer formal model from
phonology through production and perception back
to phonology.
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1. FORMALITY
1.1. Why formalization?
The desirability of formalization in phonetics and
phonology is not universally obvious to a general
audience of phonetic scientists. On the other hand,
those from the purer mathematical sciences, includ-
ing mathematical linguistics, tend to take this desir-
ability perhaps too much for granted. So we briefly
discuss the advantages and pitfalls of formalization.

The most obvious advantage of a formal model
is precision. A formal model (a structure described
in mathematical terms, ultimately embeddable in
a standard meta-mathematical universe such as set
theory) leaves in principle no room for argument
about what it does – although in practice a com-
plex model may be too hard to analyse fully. The
precision is useful in two ways: it forces clarity of
thought, and it allows computational analysis and
simulation. In linguistics formality has primarily
been used for clarity, although there is an increas-
ing trend towards computational simulations, which
necessarily use formal models. In other fields rely-
ing on formal systems, there is an interesting differ-
ence between the natural sciences, where the prime
validator of a model (e.g. the standard model of
particle physics, the quantum mechanical model of
atoms) is its ability to explain and yield predictions
about reality; and the sciences of artificial systems,
such as software design and verification, in which
clarity of expression is the main validator. (The lat-
ter part of this claim may be debated; however, even
in a field such as formal verification of software and
hardware, where analysis and simulation is the mo-
tivating factor, it is widely quoted folklore that at

least as many bugs are found due to the precision
required by the act of formalizing, as are found by
the subsequent analysis of the formal model.) Lin-
guistics falls nicely between these two positions: on
the one hand, language is a ‘natural’ system, about
which we should be able to make predictions; on the
other hand, language is an ‘artificial’ system arising
from complex computational devices, and many ar-
guments about competing theories are bedevilled by
hidden assumptions and arguable interpretations.

However, there are dangers in the use of formal
models. A pitfall common in the ‘artificial’ sciences
is ‘throwing the baby out with the bathwater’: in
the necessary process of abstracting to a level that
one can deal with formally, one accidentally defines
away the phenomenon one is trying to study or de-
tect. The ‘natural’ sciences are less susceptible to
such problems, as the validation against reality is
usually more immediate, but it occurs even there.
This pitfall is just one instance of the more general
problem that the formal model has to be connected
to reality, and this connection cannot itself be for-
mal. In linguistics, the connection to reality is es-
pecially hard because even the surface realization of
the real phenomenon is so complex.

1.2. In reply to ‘Against Formal Phonology’

Port and Leary in a recent paper [10] mounted a
focussed attack on the whole concept of formal
phonology. In our view, this paper contains a num-
ber of misconceptions about the notion of ‘formal
system’, resulting in false criticism. Reducing their
argument to a somewhat caricatured nub, it is: “for-
mal phonology is discrete, but speech is continu-
ous – therefore formal phonology cannot accurately
model speech production”. Even more briefly: dis-
crete and continuous time don’t mix.

This is not a problem unique to linguistics – it has
also occurred in the development of both the theory
of computation and the practical modelling of sys-
tems with computational models. As Port and Leary
repeatedly emphasize, the classical computer is in
abstract a discrete digital device (though they curi-
ously do not remark that every real computer is ac-
tually a continuous analogue device). Such was the
model of computation from Turing onwards, while



continuous modelling was the realm of applied
mathematicians wielding differential equations.

However, over the last couple of decades, an enor-
mous amount of work has been done on combin-
ing the powerful toolboxes of classical automata and
computation with the more ‘realistic’ real-time mod-
els, resulting in an entire field of ‘hybrid systems’.
This work is no less ‘formal’ than classical work;
as well as producing beautiful theorems, it enables
the formal modelling of many realistic real-time sys-
tems. Real time is not the only continuous metric
brought into the computational fold; probabilistic
and stochastic systems are equally studied.

Furthermore, there is another extension of clas-
sical computation with obvious application to
phonological–phonetic processing. Namely, con-
currency: the formal modelling of parallel or dis-
tributed processing. This is traditionally discrete,
but can also be combined with real time. Concur-
rency underlies the ideas of autosegmental phonol-
ogy, or even just feature bundles, and appears in sim-
ple form in the formal autosegmental model of Bird
and Ellison [2]; it is also explicit in the overlappings
of gestural phonology.

In the remainder of this paper, we argue that by
drawing on the range of models developed else-
where, we may progress towards many desiderata
of phonological theory: a formal, discrete notion of
phonology that yet acknowledges the individuality
of cognitive categories; a process of transformation
from phonology to real-time articulatory events; the
re-analysis of perceptual events into cognitive cat-
egories; and the closing of the loop by changing
phonological systems. Moreover, such models may
be developed at many levels of abstraction, related
by well understood (and formal) ‘refinement rela-
tions’, thereby possibly providing a plausible means
of abstracting from individual, cognitive phonology
to the traditional phonology of the last century.

2. SOME FORMAL MODELS WITH
APPLICATIONS

In this section, we review briefly a selection of for-
mal models, drawn chiefly from the computational
sciences, and illustrate how they might be used in
phonetics–phonology. We stress that the develop-
ment of sound non-trivial formal models requires a
great deal of time and specialist skills (modelling be-
ing more of an art than a science) as well as domain
knowledge, and this article aims merely to demon-
strate the potential of a wider range of such models.

At the basic level, all our students are familiar
with the finite automaton and its equivalence with
regular grammars. Most also know the Chomsky

hierarchy of grammars, and their equivalence with
increasing powerful classes of non-finite automata.
Formal language theorists and computer scientists
have produced a whole range of automata refining
the Chomsky hierarchy. For example, Chomsky
type 2 (context-free) grammars (generated by non-
deterministic pushdown automata) may be restricted
in several ways: the automaton may be determistic;
the stack may be replaced by a simple counter. The
whole theory of words generalizes to a (much richer)
theory of trees, appropriate for considering the pos-
sible behaviours of non-determistic systems.

Most of the formal systems used in phonology,
including rule-based systems and vanilla OT for-
malisms, fit within this classical part of formal com-
putation theory.

2.1. Hybrid systems
The physical world, including the human speech ap-
paratus, is largely continuous rather than discrete.
The commonest model for continuous systems is
systems of partial differential equations, which in
all but simple cases are insoluble and so analysed
by numerical methods. However, many human-
constructed systems contain both discrete and con-
tinuous components, and with the increasing use
of formal verification in recent decades, the study
of hybrid formalisms, using both discrete and real-
valued state variables, has become a large and pop-
ular field. One of the basic formalisms is the hybrid
automaton of Alur et al. (see [6] for a review paper).

In brief, a hybrid automaton comprises a finite
number of real-valued variables, a ‘control graph’
which is a finite automaton of ‘control modes’
(states) and ‘control switches’ (transitions). Each
control mode has a ‘flow condition’, which is a (usu-
ally linear) first-order differential equation in the
variables saying how they change during this con-
trol mode; and an ‘invariant condition’ giving condi-
tions on the variables that must be true in this control
mode (thereby forcing a control switch if the invari-
ant fails). Each control switch has ‘jump condition’,
giving a condition, in terms of the control variables
and their rates of change, which enables (but does
not force) the switch. There is an initialization con-
dition giving the initial state and variable values.

Hybrid automata are attractive in control theory
because not only are they powerful enough to ex-
press many control problems, they are well-behaved
enough to be partially analysable by extensions of
finite-automata-theoretic techniques – in particular,
without solving all the differential equations.

In phonetics–phonology, hybrid automata are a
natural candidate for the low-level formalization of
Browman–Goldstein [3] gestural phonology, surely



one of the most intuitively attractive accounts of the
articulatory side of phonology. The control vari-
ables are the positions of articulators, and the con-
trol modes correspond to the discrete phases of ges-
tures (e.g. tongue tip moving to alveolum, resting
there, moving away). Why ‘low-level’? There is of
course a lower level, concerned with neural activa-
tion signals of particular muscles, but there is also
a more abstract level, on which we touch later, con-
cerned with the causal and temporal arrangement of
the gestural score.

2.2. Probabilistic and stochastic systems
Probability and statistics in phonology have a role
that is hard to deny. Classical phonology is de-
terministic, and has never really coped well with
the existence of marginal phonemes, sub-phonemic
but still linguistically relevant distinctions, and of
course the issue of phonologizing a gradient change.
On the recognition side, categorizing noisy, gradient
data is necessarily a probabilistic operation; on the
production side, an attempt to make a sound is nec-
essarily a probabilistic needle stuck in an achievable
range – and if one adopts examplar-based theories
of phonology, the target point itself may be proba-
bilistically drawn from a space defined by the previ-
ously heard exemplars. Even with theories such as
classical OT, which make strong claims to universal-
ity, some argue that one should include probabilistic,
or at least non-deterministic, ranking of constraints
(see Anttila and Cho [1], and also below).

Some probabilistic models are of course already
extensively used in speech recognition, such as Hid-
den Markov Models, and these are tuned to learn-
ing of data. Several researchers, such as Coleman
[4], Pierrehumbert (e.g. [4, 9]) and Goldsmith [5]
have written on probabilistic phonology in produc-
tion as well as perception; Pierrehumbert focussing
on the examplar style, and Goldsmith developing a
specific (simple, for demonstration purposes) theory
to be compared with others such as OT. Here we are
more concerned to mention the existence of formal
models which can encode both classical and proba-
bilistic phonologies, the latter interpreted broadly.

For many purposes, it suffices to take the natural
extension of non-determistic automata to automata
with probabilities attached to transitions, resulting in
probabilities associated with finite behaviours, and a
measure space over infinite behaviours. Although
first studied in the 60s, many of the more sophisti-
cated versions were developed more recently and are
still the subject of extensive study – particularly the
non-finite state automata, such as probabilistic push-
down automata and recursive Markov processes (re-
lated to the probabilistic context-free grammars used

in computational grammar).
Further from the standard toolbox are probabilis-

tic/stochastic process algebras. Process algebras,
which in their basic form were invented about three
decades ago, can be thought of as fundamental
programming languages for multiple interacting
computations. As such, they provide a structured
and compositional way of building models of
computational processes – for example, one might
model the higher levels of production by processes
for each articulator, giving commands to the lower
hybrid automata level suggested above. The prob-
abilistic versions of process algebras have been
around for two decades, and would allow both the
modelling of exemplar-based target selection, and
higher level uses of probability such as selection of
allophones, or selection of cases during phonemic
split. (An introduction to one popular stochastic
process algebra, which has found recent novel uses
in biological and biochemical modelling, may be
found in Hillston’s [7].)

2.3. Concurrent formalisms
The earlier models of computation, including almost
all those normally used in linguistics, are sequential
– that is, computation or evolution of the system pro-
ceeds in a sequence of steps, whether it be the gen-
eration of a word by a finite automaton, the applica-
tion of rules in a rewriting system, or the evaluation
of an OT tableau. As we mentioned, in the pres-
ence of non-deterministic (or probabilistic) branch-
ing, one may consider instead the tree of possible
behaviours; but each path through the tree is still
sequential. Even the process algebras mentioned
above (the classics being Milner’s CCS and Hoare’s
CSP), which are explicitly designed to model dis-
tributed, interacting components, are inherently se-
quential: they interleave the actions of components.

Since the seminal work of Petri in the 60s, there
have been models of computation which take se-
riously the idea of distributed computation, and in
particular the idea that causal connection is not the
same as temporal ordering, a distinction ignored
by sequential models. Petri’s model, now called
Petri nets, is essentially automata with state that
is distributed in space. There are also more re-
cent models giving primacy to events and the causal
relationships between them; and process algebraic
languages for slightly higher-level ‘programming’.
These approaches are collectively known as ‘true
concurrency’ (opposed to the ‘fake concurrency’ of
interleaving) or ‘partial order’ (owing to the partially
ordered causality relations) models.

There are several obvious parts of phonetics and
phonology where true-concurrent models make evi-



dent sense. As we said in the introduction, autoseg-
mental phonology is evidently an attempt to give a
concurrent account of some phonological facts. The
obvious example is Chinese (etc.) tones: tones go
with syllables, not before or after the onset or rhyme.
Ladd [8] expands on this to argue that partial prece-
dence relations help to separate phonological and
phonetic layers in the analysis of tones. More gen-
erally, each tier in an autosegmental representation
runs independently until it synchronizes with an-
other tier; at the most abstract level, ignoring real-
time, this is a composition of communicating con-
current processes. It is possible to express autoseg-
mental explanations of vowel harmony, assimilation
etc. using true-concurrent models; however, our cur-
rent version lacks elegance, and needs reconsidera-
tion – unless those who claim that autosegmentalism
went too far with vowel harmony etc. are right!

Finally, let us remark that both at the produc-
tion level (articulatory gestures) and the perception
level (separate neural processing of different aspects
of the signal), there is concurrent processing which
then has to synchronize to produce the overall result.

3. RELATING SYSTEMS

A fundamental question in formal models is ‘what
does it mean for two models to be the same?’. In ba-
sic formal language theory, the usual answer is lan-
guage equality, but in the richer models discussed
above, there are many answers. There are more
than a dozen possibilities even for plain sequential-
but-nondetermistic computation, without consider-
ing real-time, probability or true concurrency. Like-
wise, the question of ‘when does one system ab-
stract another?’ is also complex. A point in our pro-
gramme where this issue becomes particular acute
is the relation between the phonology of the individ-
ual and the phonology of the langue. While recog-
nizing the fundamental importance of the cognitive
phonology of the individual, we want to keep clas-
sical phonology, and perhaps the most obvious way
to relate them is to ask for ‘the phonology’ of a lan-
guage to be the finest abstraction of the individuals’
phonologies. Abstraction is generally understood
within any particular formal model, but the ques-
tion of abstractions between different models re-
quires, we understand, further development, before a
question such as ‘when does a concurrent rule-based
phonology abstract from a set of exemplar-based in-
dividual phonologies?’ can be answered with confi-
dence. Indeed, even as we type this sentence, a col-
league forwards a call for a conference on the same
question in systems and software engineering!

4. CONCLUSION
We have outlined a variety of formal models, illus-
trating their potential in phonology, and we have
claimed that such application will benefit phonology
(and also formal computation, as some further work
on their models and equivalences will be needed).
We conclude by outlining the layered model we are
developing (over the next several years).

phonology of the langue – concurrent model
individual phonology – probabilistic concurrent model
articulation (high-level) – concurrent real-time processes
articulation (low-level) – hybrid automata
sound – physics of vocal tract
sound – neural response

perception (low-level) – stochastic real-time automata
perception (high-level) – probabilistic concurrent model

individual phonology (via statistical learning)
phonology of the langue (via abstraction)
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